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Abstract. Contention resolution over a multiple-access channel can be
modeled as a k -selection problem in wireless networks, where a subset
k of n network nodes want to broadcast their messages over a shared
channel. This paper studies a dynamic version of this problem, which as-
sumes that k messages arrive at an arbitrary set of k nodes (contenders)
asynchronously and the message arrival pattern is determined by an on-
line adversary. Under this harsh and more practical assumption, we give
a randomized distributed algorithm which can guarantee any contender
deliver its message in O(k + log2 n) rounds with high probability. Our
proposed algorithm neither relies on collision detection, nor a global clock
or any knowledge about the contenders, not even its size k. Furthermore,
we do not assume the channel can provide any kind of feedback infor-
mation, which makes our protocol work in simple channels, such as the
channels used in wireless sensor networks.

Keywords: Contention Resolution, Multiple-Access Channel, Radio Net-
works, Distributed Algorithm, Randomized Algorithm.

1 Introduction

Contention resolution is a fundamental operation for both wired and wireless
networks, which as a problem has been extensively studied for many years. For a
multiple-access channel—a broadcast channel that allows a multitude of users to
communicate with each other by sending messages onto the channel—contention
resolution can be modeled as a k-selection problem in radio networks [1,5], where
each node in a subset k of n network nodes wants to exclusively access a shared
communication channel at least once. In terms of message transmissions, this
means the k nodes want to broadcast their messages to the single-hop network
with n nodes. Due to shared nature of the channel, if two or more users send a
message simultaneously, then their messages interfere with each other, and the
messages will not be transmitted successfully. The goal of a contention resolution
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protocol is to minimize the time for the nodes to access the shared channel. The
most well-known example of contention resolution is ALOHA which was designed
around 40 years ago. In ALOHA, when a sender encounters a collision, the sender
will wait a random amount of time and send again. Due to its simplicity, this
random back-off idea was later adopted by the current WiFi protocols (IEEE
802.11 protocols).

The static k-selection problem, where the k messages are ready at their re-
spective nodes before the protocol starts, has been intensively studied; the state-
of-the-art randomized static k-selection protocol, given in [5], needs O(k+log2 n)
rounds for all active nodes (nodes having messages to transmit) to successfully
transmit their messages on the shared channel with high probability.1 How-
ever, this protocol is uniform, i.e., all active nodes use the same transmission
probability in the same communication step, which will not work when the mes-
sage arrival pattern is arbitrary and a global clock is not available. The reason
for this failure is that nodes do not know other nodes’ statuses, not even the
number of contenders. How to derive an efficient protocol for arbitrary message
arrivals without a global clock is still open [5]. Furthermore, although previous
work have considered the channel without collision detection—i.e., nodes can
not distinguish between the case of no transmission and that of collision (mul-
tiple transmissions), they all assume that either the nodes can receive feedback
information from the channel if the transmission is not successful, or a node
by itself knows whether its transmission is successful, such that the nodes can
decide whether it should quit the protocol after a transmission. This assumption
is crucial for the correctness of these protocols. However, in some real wireless
networks, such as wireless sensor networks, the channel can not provide any
feedback. The protocol we introduce in this paper can work for these networks.

1.1 Related Work

The static k-selection problem has been studied since 1970s [2,10,17]. With the
availability of collision detection, Martel [16] presented a randomized adaptive
protocol with running time of O(k + logn) in expectation. In [14], it was shown
that this protocol can be improved to O(k + log logn) in expectation by mak-
ing use of the expected O(log logn) selection protocol in [20]. An Ω(log logn)
expected time lower bound was also given in [20] for uniform selection proto-
cols. Without collision detection, the state-of-the-art randomized protocol was
presented in [5], which can solve the static k-selection problem in O(k + log2 n)
rounds with high probability. Given that k is a trivial lower bound, the protocol
in [5] is asymptotically optimal for k ∈ Ω(log2 n). Furthermore, the result in [15]
on the lower bound of the expected time needed to get the first message deliv-
ered implies an Ω(log n) expected time lower bound for randomized k-selection
protocols. In a recent paper [6], an O(k) randomized protocol was proposed even
without knowing n. However, the error probability of this protocol is 1

kc , rather

1 We say an event succeeds with high probability if the error probability is at most
1
nc for some constant c > 0.
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than 1
nc . The performance of several kinds of randomized backoff k-selection

protocols are analyzed in [1]. Apart from above work on static k-selection, the
authors of a recent paper [11] showed that the Ω(k+logn) lower bound for ran-
domized protocols can be subverted when multiple channels are available. There
are also several studies on the k-selection problem with dynamic packet arrivals,
e.g., in stochastic model [7] and in the adversarial queuing model [1,3,14]. To
the best of our knowledge, there have been no results on randomized protocols
for k-selection with arbitrary message arrivals.

As for deterministic solutions for the static k-selection problem, the technique
of tree algorithms, which models the protocol as a complete binary tree where
the messages are placed at the leaves, has been used to produce adaptive pro-
tocols with running time O(k log(n/k)) in [2,10,17]. All these protocols rely on
collision detection. A lower bound of Ω(k logk n) is shown in [9] for this class
of protocols. For oblivious algorithms, where the sequence of transmissions of a
node does not depend on the received messages, by requiring prior knowledge
on k and n, Komlòs and Greeberg [13] gave an O(k log(n/k)) protocol without
collision detection. The lower bound of Ω(k log(n/k)) for oblivious protocols was
given in [4]. This lower bound also holds for adaptive algorithms without collision
detection. If collision detection is unavailable, making use of the explicit selector
given in [12], Kowalski [14] presented an oblivious deterministic protocol with
O(kpoly logn) running time. For more details of the contention resolution algo-
rithms in the past four decades, interested readers are referred to an excellent
online survey maintained by Goldberg [8].

1.2 Our Result

In this paper, we present the first known randomized distributed protocol for dy-
namic contention resolution in a multiple-access channel with arbitrary message
arrivals. In particular, we show that each node can deliver its message on the
shared channel in O(k+ log2 n) rounds with high probability. When applying to
the static scenario, the proposed protocol has the same asymptotical time bound
as the state-of-the-art result in [5]. Based on the trivial Ω(k) lower bound, our
protocol is asymptotically optimal if k ∈ Ω(log2 n). The channel considered in
this work is even more practical than the simple multiple-access channel in [1]
since we assume that the channel in this paper does not provide any feedback
information to nodes. Furthermore, the number of contenders is also unknown
to the nodes and there is not any collision detection mechanism being assumed.
There are three challenges in this dynamic version of the k-selection problem:
The first one is how to let any node know that its transmission has succeeded
without feedback from the channel, such that the node knows when to quit the
protocol and as a result the contention is reduced; the second one is how to
ensure that newly activated nodes would not interfere with other nodes’ pro-
cessing; the third one is how to coordinate the nodes’ transmission probabilities
such that each node can quickly deliver its message for any arbitrary pattern of
message arrivals and in the absence of a global clock. In our protocol, we meet
these challenges by electing a leader. Specifically, the leader elected serves three
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functions: first, it sends acknowledgement messages to inform nodes of their suc-
cessful transmissions; second, it periodically transmits a trigger to notify newly
activated nodes when they can start executing the protocol; third, it transmits
controlling messages to adjust other nodes’ transmission probabilities according
to the transmission situation of the shared channel.

2 Preliminaries

Communication Model (The Multiple-Access Channel). We consider a
single-hop radio network consisting of n nodes, in which each node is potentially
reachable from any other node in a communication step. Communication is done
in synchronized rounds, which means that all the nodes’ clocks tick simultane-
ously at the same rate. However, we do not assume the existence of a global
clock. So in a round, clock values may be different among the nodes. A node
sets its clock value to 1 after being activated, and increases it at every round.
If exactly one node is transmitting on the shared channel, all nodes receive the
message transmitted by this node at the end of the round. A collision occurs
when multiple messages are transmitted concurrently, which means that none of
these messages can be successfully received by any node. Collision detection is
not assumed, i.e., nodes can not tell apart the case of no transmission and that
of collision (more than one node transmit concurrently). We further assume that
the shared communication channel does not provide any feedback information
in any case.

An external mechanism is assumed that generates messages and assigns them
to nodes with the purpose of broadcasting them on the channel. For each node,
there are three status: idle, active and passive. Before being assigned a message,
a node is idle and does nothing. It becomes active if it is assigned a message
and is ready to transmit on the shared channel. After successfully transmitting
its message, the node switches its status to passive. In a round, active nodes can
either transmit or listen, while passive nodes can only listen on the channel. We
say that a node is activated in round i if it is assigned a message in round i. Each
node has a unique but arbitrary ID, and it knows its own ID and the parameter
n. Nodes have no other prior information about the network. Initially, a node
does not know any other nodes’ statuses, nor the number of nodes that compete
with it for the channel.

Problem Definition. Suppose that a subset k of the set of n network nodes
are activated by message arrivals. The k-selection problem is to make each of
the k nodes deliver its message on the shared communication channel as quickly
as possible.

Dynamic Setting. In this work, we consider a dynamic version of the k-
selection problem. Messages may arrive at the nodes asynchronously and the
arrival pattern is arbitrary, even in the worst case. In particular, we assume that
the message arrivals are controlled by an on-line adversary. The adversary knows
the protocol, but does not know the future random bits. Obviously, such an



236 D. Yu et al.

adversary is much stronger than the usually assumed oblivious adversary (which
decides the message arrivals off-line).

Complexity Measure. We define the efficiency measurement of dynamic k-
selection protocols as follows. We assume that comparing to the communication
time consumed, the computation time cost is negligible. So we only care about
the time efficiency in terms of communication rounds. Formally, we define the
process latency of a node v as the length of the period between its activation
time and the completion time (when it completes the message transmission and
becomes passive). The time complexity of a k-selection protocol is the maximum
value of all nodes’ process latencies over any message arrival pattern. When
messages arrive at nodes simultaneously, the above defined time complexity is
just the same as that for the static k-selection protocols.

Finally, we give some inequalities and a Chernoff bound as follows which will be
used in the protocol analysis.

Lemma 1. ([19]) Given a set of probabilities p1, . . . , pn with ∀i : pi ∈ [0, 1
2 ], the

following inequalities hold:

(1/4)
∑n

k=1 pk ≤
n∏

k=1

(1− pk) ≤ (1/e)
∑n

k=1 pk . (1)

Lemma 2. ([19]) For all n, t, with n ≥ 1 and |t| ≤ n, it holds that:

et(1− t2

n
) ≤ (1 + t/n)n ≤ et. (2)

Lemma 3. (Chernoff Bound) Suppose that X is the sum of n independent
{0, 1}-random variables Xi’s such that for each i, Pr(Xi = 1) = p. Let μ =
E[X ]. Then for 0 ≤ ε ≤ 1,

Pr(X ≤ (1− ε)μ) ≤ e−
ε2μ
2 (3)

3 Algorithm

3.1 Algorithm Description

In this section, we propose our randomized contention resolution algorithm. In
the algorithm, due to the assumption that the channel can not provide any
feedback, a leader is elected to be responsible for acknowledging successful trans-
missions. By transmitting controlling messages, the leader also takes the respon-
sibilities of adjusting other nodes’ transmission probabilities and informing newly
activated nodes when to start executing the algorithm. In particular, the leader
and active non-leaders iteratively execute a 3-round scheme which is shown in
Algorithm 1. The first round is for active non-leaders to transmit their messages.
The second and the third rounds are used for leader’s transmissions. In the first
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round, each active non-leader transmits its message with a specified transmis-
sion probability. If only one node u sends in the first round, the leader v can
successfully receive the message. Then in the second round, v sends an acknowl-
edgement message to inform u of the successful transmission. After receiving the
acknowledgement message, u adjusts its status as passive and quit the algorithm.
To deal with arbitrary arrivals of messages, in the third round, the leader also
transmits a controlling message. If v’s clock value is not rl+i·3·2α+6+2−α−1

logn
for some integer i > 0, where rl is the last round before v starts executing the 3-
round scheme and α is a constant given in Algorithm 1,2 the controlling message
transmitted by v would only carry a trigger which is to inform newly activated
nodes to start executing the 3-round scheme from the next round. Otherwise,
besides the trigger, the controlling message also contains information on how
to adjust the transmission probabilities of other active nodes. Specifically, if v
transmitted less than 8 logn Ack messages in the past 3·2α+6+2−α−1

logn rounds,
which means that nodes’ transmission probabilities are not large enough to get
many successful transmissions, v makes all active nodes double their transmission
probabilities. Otherwise, it makes all nodes halve the transmission probability.
The leader is elected through carrying out the MIS (maximal independent set)
algorithm in [19], which can correctly compute a maximal independent set3 in
O(log2 n) rounds with high probability. A newly activated node will first wait
for at most three rounds. If it did not receive the trigger, which means that the
leader has not been elected, then this newly activated node would start executing
the MIS algorithm to compete for becoming a leader. Otherwise, it iteratively
executes the 3-round scheme after receiving the trigger.

3.2 Analysis

In this section, we prove the correctness and efficiency of the proposed algo-
rithm. Specifically, we show that for any node u, with high probability, it can
successfully transmit its message on the shared channel after being activated for
at most O(k + log2 n) rounds. First, we state the correctness and the efficiency
of the MIS algorithm in the following lemma which is proved in [19].

Lemma 4. ([19]) After executing the MIS algorithm for O(log2 n) timeslots,
a maximal independent set can be correctly computed with probability at least
1−O(n−1).

From the above lemma, a leader can be correctly elected after O(log2 n) rounds
with high probability. In the following, we assume that the leader is correctly
computed; the error probability will be considered in the proof of the main
theorem. Let’s denote the elected leader as v. Next we give a lemma which

2 Here we only give a value for α such that the proposed algorithm is correct and
has the stated asymptotically running time bound with high probability. Since a
different value of α only affects the time complexity of our algorithm by a constant
factor, so we do not optimize the value we choose for α.

3 For single hop networks, the MIS contains only one node.
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Algorithm 1. 3-Round Scheme

Initially, pu = 2−α−1

n
; α = 1

3-round scheme for the leader v
1: listen
2: if v received a message from a non-leader u

then transmit Acku
end if

3: transmit a controlling message
3-round scheme for an active non-leader u
4: if u has a message to transmit

then transmit the message with probability pu
end if

5: listen
if u received Acku
then quit the execution of the algorithm
end if

6: listen
if the received controlling message contains information on how to adjust the trans-
mission probability
then adjust the transmission probability accordingly
end if

states that in any round the sum of transmission probabilities of all active nodes
is bounded by a constant.

Lemma 5. Assume that the leader is correctly elected. In any round during
the execution of the algorithm, with probability 1 − 1

n , the sum of transmission
probabilities of active nodes is at most 2−α.

Proof. Assume that r is the first round that the sum of transmission probabili-
ties of active nodes exceeds 2−α. Denote ra as the last round until r in which the
leader v transmits a controlling message to adjust other active nodes’ transmis-
sion probabilities. By the algorithm, the leader v transmits a controlling message
to adjust other active nodes’ transmission probabilities every 3 ·2α+6+2−α−1

logn
rounds. So ra must be in the interval (r−3·2α+6+2−α−1

logn, r]. Since r is the first
violating round, in any round before r, for the sum of transmission probabilities
of active nodes, we have

∑
u pu ≤ 2−α. Furthermore, by the algorithm and the

definition of ra, for nodes that are activated after round ra−3, in any round until

r, the sum of transmission probabilities of these nodes is at most 2−α−1

n × n =

2−α−1. Then in any round during the interval I = (ra − 3 · 2α+6+2−α−1

logn, ra],
for the sum of transmission probabilities of nodes that have been activated be-
fore ra − 2, we have

∑
u pu ≥ 2−α−2, since each such node can only double their

transmission probabilities once in round ra. Before any violating round, there
must be such an interval I. Next we show that during I, with probability 1−n−2,
v transmits at least 8 logn Ack messages. Then by the algorithm, v makes all
active nodes halve their transmission probabilities in round ra, which leads to a
contradiction.



Dynamic Contention Resolution in Multiple-Access Channels 239

Claim. During the interval I, with probability 1 − n−2, the leader v transmits
at least 8 logn Ack messages.

Proof. For a round r∗, denote the set of active nodes as Ar∗ . During I, in the
first round r1 of each execution of the 3-round scheme, the probability Pone that
there is only one node transmitting is

Pone =
∑

u∈Ar1

pu
∏

w∈Ar1\{u}
(1− pw)

≥
∑

u∈Ar1

pu ·
(
1

4

)∑
w∈Ar1\{u} pw

≥
∑

u∈Ar1

pu ·
(
1

4

)∑
w∈Ar1

pw

(4)

The second inequality is by Lemma 1. Note that the function f(x) = x
(
1
4

)x
is

monotone increasing in the range [2−α−2, 2−α]. So we have

Pone ≥
∑

u∈Ar1

pu ·
(
1

4

)∑
w∈Ar1

pw

≥ 2−α−2 ·
(
1

4

)2−α−2
(5)

By the algorithm and the above equation, during the interval I, in expectation,
there are at least 16 logn active non-leader nodes successfully transmitting their
messages on the shared channel, since 1

3 of the rounds in the interval I are used
for non-leaders’ transmissions. Then using the Chernoff bound in Lemma 3, the
probability that v transmits less than 8 logn Ack messages during I is at most
e−

1
8 ·16 logn = n−2. ��

By the above claim and the algorithm, with probability 1 − n−2, v makes ac-
tive nodes halve their transmission probability in round ra. Thus for all nodes
which have been activated before ra − 2, with probability 1 − n−2, the sum of
transmission probabilities is at most

∑
u pu ≤ 1

2 × 2−α = 2−α−1 in any round

during the interval I
′
= [ra, ra + 3 · 2α+6+2−α−1

logn), since v will not trans-
mit another controlling message to adjust the nodes’ transmission probabilities
during I

′
. Obviously, r is in I

′
. Then combining the fact that the sum of trans-

mission probabilities of all nodes that are activated after the round ra − 3 is at
most 2−α−1 in round r, we have

∑
u∈Ar

pu ≤ 2−α−1 + 2−α−1 = 2−α. So with

probability 1− n−2, r is not the first violating round.
To complete the proof, we still need to bound the number of potential violat-

ing rounds. From the above argument, before each potential violating round, with
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probability 1 − n−2, there are Ω(logn) successful transmissions for active non-
leader nodes during the corresponding interval I. So there are at most O( k

logn )

potential violating rounds and thus with probability at least 1 − n−1, none of
these rounds are the first violating round. This completes the proof. ��
Theorem 1. For any node u, with probability 1 − O(n−1), it can successfully
transmit its message on the shared channel after carrying out the algorithm for
O(k + log2 n) rounds.

Proof. By the algorithm, if u is activated before the leader is elected, it needs
to take part in the MIS algorithm. By Lemma 4, this process needs at most
O(log2 n) rounds with probability 1 − O(n−1). After that, u starts iteratively
executing the 3-round scheme. If u is activated after the leader election process, it
starts the 3-round scheme execution after waiting for at most three rounds. Next
we bound the number of rounds needed for u in executing the 3-round scheme
before receiving the Acku message from the leader v. From then on, we assume
that the leader v is correctly computed, which means that there is only one
leader. And we assume that in any round, the sum of transmission probabilities
of active nodes is at most 2−α. The error probability will be considered at last.

For a round, we call it successful if there is only one non-leader node
transmitting in it. By the algorithm, when u executes the 3-round scheme, u
adjusts its transmission probabilities every 3 ·2α+6+2−α−1

rounds. So after start-
ing executing the 3-round scheme, for every 3 · 2α+6+2−α−1

rounds, either a
constant of these rounds are successful, which makes u halves its transmission
probability, or u doubles its transmission probability once. So after at most
2 · k−1

8 log n · 3 · 2α+6+2−α−1

logn + 3 · 2α+6+2−α−1

log2 n rounds, u has a constant

transmission probability 2−α−1, since there are at most k − 1 contenders when
u is active. Next we show that u can successfully transmit its message in the
subsequent 3 · 2α+6+2−α−1

logn rounds with probability 1 − n−2. Denote Ponly

as the probability that u is the only transmitting node in a round r. Denote Ar

as the set of active nodes in round r. Then we have

Ponly = pu
∏

w∈Ar\{u}
(1− pw)

≥ pu ·
(
1

4

)∑
w∈Ar\{u} pw

≥ 2−α−1 ·
(
1

4

)∑
w∈Ar

pw

(6)

By Lemma 5,
∑

w∈Ar
pw ≤ 2−α. Then

Ponly ≥ 2−α−1 ·
(
1

4

)2−α

(7)
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By the algorithm, u transmits in 1
3 of the 3 · 2α+6+2−α−1

logn rounds. Thus the

probability Pno that all of these 2α+6+2−α−1

logn transmissions are unsuccessful
is at most

Pno ≤ (1− 2−α−1 ·
(
1

4

)2−α

)2
α+6+2−α−1

log n

≤ e−2−α−1·( 1
4 )

2−α

·2α+6+2−α−1
logn

≤ n−2

(8)

The second inequality is by Lemma 2. So u will successfully transmit its message
in the subsequent 3·2α+6+2−α−1

rounds with probability 1−n−2. This means that
after executing the 3-round scheme for O(k + log2 n) rounds, with probability
1 − n−2, u can successfully transmits its message on the shared channel. This
claim is true for any node with probability 1− n−1.

Finally, we combine everything together. Based on the above argument, we
know that for any node u, with probability 1−O(n−1), it takes at most O(k +
log2 n) rounds in executing the MIS algorithm and the 3-round scheme. Further-
more, note that the above argument is under the assumptions that the leader
is correctly computed and the sum of transmission probabilities of active nodes
is upper bounded by 2−α in any round. By Lemma 4 and Lemma 5, these two
assumptions are true with probability 1−O(n−1). Thus any node u can success-
fully transmit its message after being activated for O(k + log2 n) rounds with
probability 1−O(n−1), which completes the proof.

4 Conclusion

In this paper, we solve the dynamic contention resolution problem in the multiple-
access channel, also called the dynamic k-selection problem, where the message
arrival pattern is determined by an online adversary. To the best of our knowl-
edge, our protocol is the first one considering an arbitrary pattern of message
arrivals. We show that the proposed protocol can make each node successfully
deliver its message on the shared channel in O(k + log2 n) rounds with high
probability, which is optimal when k ∈ Ω(log2 n). Our protocol neither relies on
collision detection, nor on a global clock or any knowledge about the number
of contenders k. In addition, we do not assume the channel can provide any
feedback information which is commonly used in existing contention resolution
protocols. Thus our contention resolution protocol can be applied to a variety
of wireless networks such as wireless sensor networks without such a function.
Interesting future work include how to extend our result to wireless networks
without even an estimation of the number of network nodes n. Furthermore, it
is also meaningful to analyze the performance of our protocol in the adversarial
queueing model [1].
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