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Abstract—Blockchain  technology offers an intelligent
amalgamation of distributed ledger, Peer-to-Peer (P2P), cryptog-
raphy, and smart contracts to enable trustworthy applications
without any third parties. Existing blockchain systems have
successfully either resolved the scalability issue by advancing
the distributed consensus protocols from the control plane,
or complemented the security issue by updating the block
structure and encryption algorithms from the data plane. Yet,
we argue that the underlying P2P network plane remains as
an important but unaddressed barrier for accelerating the
overall blockchain system performance, which can be discussed
from how fast and reliable the network is. In order to improve
the blockchain network performance about enabling fast and
reliable broadcast, we establish a trust-enhanced blockchain
P2P topology which takes transmission rate and transmis-
sion reliability into consideration. Transmission rate reflects
blockchain network speed to disseminate transactions and
blocks, and transmission reliability reveals whether transmission
rate changes drastically on unreliable network connection. This
paper presents BlockP2P-EP, a novel trust-enhanced blockchain
topology to accelerate transmission rate and meanwhile retain
transmission reliability. BlockP2P-EP first operates the geo-
graphical proximity sensing clustering, which leverages K-Means
algorithm for gathering proximity peer nodes into clusters. It
follows by the hierarchical topological structure that ensures
strong connectivity and small diameter based on node attribute
classification. Then we propose establishing trust-enhanced
network topology. On top of the trust-enhanced blockchain
topology, BlockP2P-EP conducts the parallel spanning tree
broadcast algorithm to enable fast data broadcast among nodes
both intra- and inter- clusters. Finally, we adopt an effective
node inactivation detection method to reduce network load. To
verify the validity of BlockP2P-EP protocol, we carefully design
and implement a blockchain network simulator. Evaluation
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results show that BlockP2P-EP can exhibit promising network
performance in terms of transmission rate and transmission
reliability compared to Bitcoin and Ethereum.

Index Terms—Blockchain, peer-to-peer network, network clus-
tering, trust-enhanced topology, broadcast algorithm.

I. INTRODUCTION

ODAY blockchain technology has attracted increasing
T attention as the cornerstone of trust across a wide realm of
society sectors from finance, industrial logistics to healthcare.
Its beneficial characteristics including traceability, decentral-
ization, and transparency spout out the massive proposals of
blockchain systems and projects. Unfortunately, the real-world
blockchain adoption experiences serious technical challenges
that impede its further development, especially from the aspect
of the overall system performance. State-of-the-art researches
mainly focus on advancing the consensus algorithms in the
consensus layer [1], as well optimizing the data storage in the
data layer [2]. However, few studies have been conducted from
the network layer (i.e., lying between the two layers) that can
update the topology under consensus guarantee, while adapting
the dynamic on-chain blockchain data traffic.

In particular, current blockchain P2P network performance
is limited by two impact factors (i.e., transmission rate [3]
and transmission reliability [4]). On the one hand, transmission
rate reflects how fast blockchain P2P network can disseminate
transactions and blocks for ensuring distribution and fairness.
On the other hand, transmission reliability shows whether
transmission rate changes drastically on unreliable network
connection. In particular, the lack of consideration in trans-
mission rate can not only lead to poor consensus performance,
meanwhile bring about high risks of double spending attacks.
According to the experiment insights, it normally takes on
average 6 seconds to ensure a block is received by 50% of
the total nodes in the Ethereum network, and up to 10 sec-
onds, on average, for 90% of the nodes. Since the generation
time of a new block is only 15 seconds in Ethereum, this
network-level latency becomes a major barrier that limits the
blockchain performance (i.e., Transactions Per Second (TPS)),
leading to high potential of forks. Therefore, it is urgent to
reduce blockchain network latency, so as to improve the over-
all performance of blockchain systems with stronger security.
Besides this, transmission reliability can also affect transmis-
sion rate, because low transmission reliability aggravates the
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blockchain P2P network burden. Due to the frequent packet
loss of network, nodes will retransmit redundant data to des-
tination, which could cause serious network congestion and
obstruct other normal links.

In order to improve blockchain network performance, much
prior work has been conducted to accelerate the transmission
rate, according to the different topologies and transmission
protocols. On one hand, the fully distributed unstructured
topology of Bitcoin network is optimized by shortening the
network diameter. However, it will bring in huge computation
overheads because each node needs to repeatedly calculate the
network distance between it and all the rest ones [5], [6]. On
the other hand, Ethereum employs the fully distributed struc-
tured topology that increases the connectivity of the entire
network, but the rapid growth of Ethereum nodes will intro-
duce high maintenance cost of such structured topology. Many
blockchain systems adopt gossip protocol [7], [8] to dissem-
inate data with redundant transmission rounds. In general,
blockchain network consists of two phases [9]. Apart from
the blockchain network transmission rate, the network reli-
ability becomes a leading barrier to enhance the network
performance. More specifically, it requires to enable the ‘trust-
aware’ property of blockchain topology in two folds. First,
trust value [4], [10] between nodes is introduced to facilitate
reliable connection. Second, detection of inactive nodes should
be incorporated during data transmission. Nevertheless, recent
work still lacks of concerns about taking the above two influ-
ential factors simultaneously for performance enhancement.

In this paper, we propose a novel network protocol namely
BlockP2P-EP. Blockchain network workflow can be divided
into two phases. In the first phase, BlockP2P-EP achieves the
goal of constructing the trust-enhanced P2P topology. In the
second phase, BlockP2P-EP takes optimized broadcast algo-
rithm while considering inactive node detection. Combining
with the two network phases, five steps are included in
the BlockP2P-EP protocol. First, BlockP2P-EP gathers the
proximity peer nodes into clusters based on the K-Means
algorithm. We then optimize the inter-cluster topology by
organizing the nodes into a Harary-like graph with high
connectivity and small diameter. In the meanwhile, we pro-
mote and maintain the node connection based on the trust
value. Then a parallel spanning tree broadcast algorithm is
designed to speed up the data broadcast, by eliminating the
multiple rounds of message in a single communication pro-
cess. Finally, BlockP2P-EP applies effective node inactivation
detection mechanism into the second network phase. To facil-
itate the evaluation of performance in the large-scale network,
we design and implement BlockSim, a simulator to simulate
the running of blockchain network without affecting the accu-
racy of the evaluation results. With the help of BlockSim, we
conduct several experiments to compare BlockP2P-EP proto-
col with the counterpart protocols in Bitcoin and Ethereum.
The experimental results show that BlockP2P-EP protocol can
effectively reduce blockchain network latency (i.e., transmis-
sion rate) and keep transmission reliability. In summary, this
paper makes the following novel contributions:

e To the best of our knowledge, this is the first in-depth

analysis of influential factors of blockchain performance

about transmission rate and transmission reliability from
underlying P2P network.

o We delve into the five key factors that limit the blockchain
network performance from how fast and reliable
network is.

e We introduce an optimized blockchain network protocol
BlockP2P-EP to improve blockchain transmission rate
and maintain transmission reliability.

e To verify the feasibility and efficiency of BlockP2P-
EP protocol, we design and implement BlockSim, a
blockchain simulator tailored for large-scale blockchain
network.

o Experimental results demonstrate that BlockP2P-EP can
effectively improve transmission rate from three differ-
ent aspects compared to Bitcoin and Ethereum. In the
meanwhile, BlockP2P-EP can also maintain transmission
reliability from the experiment insights.

This paper is an extension of the paper “BlockP2P:
Enabling Fast Blockchain Broadcast with Scalable Peer-to-
Peer Network Topology [9]”, which provides a more enhanced
protocol for blockchain P2P network. Specifically, this paper
considers more complex blockchain P2P network environ-
ments. Compared with BlockP2P, BlockP2P-EP not only takes
into consideration the transmission rate, but also enhances
transmission reliability, which shows whether the transmission
rate changes drastically on unreliable network connections.
In the meantime, BlockP2P-EP is composed of five stages
based on the blockchain two-phase workflow, in compari-
son, BlockP2P consists of 3 stages. In order to verify the
new blockchain network protocol, this paper adds extensive
experiments to evaluate the transmission reliability includ-
ing success rate of malicious nodes detection and load rate
of inactive node detection based on original experiments.
Results demonstrate that BlockP2P-EP can provide more reli-
able broadcast compared with the BlockP2P protocol. The rest
of the paper is organized as follows. Section II presents the
background knowledge about the network protocol of current
blockchain systems. Related work on network optimization
is stated in Section III. Section IV elaborates the design of
BlockP2P-EP in five steps. Extensive experiments are con-
ducted in Section V to evaluate the system performance in
terms of reducing network latency and maintaining transmis-
sion reliability. Finally, we conclude the paper in Section VI.

II. BACKGROUND

As mentioned in Section I, blockchain performance can
be discussed from transmission rate and transmission relia-
bility. Different phases in blockchain network have different
impact parameters to ensure transmission rate and transmission
reliability, and specific content is as follows.

A. Description of Transmission Rate and Transmission
Reliability

P2P network enables direct information interaction between
different nodes in the blockchain, so network performance
seriously affects overall system running. Blockchain
P2P network performance includes two dimensions (i.e.,
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transmission rate and transmission reliability), and both of
them have their impact parameters.

Transmission rate reflects the transmission speed of
blockchain network in good condition, limited by network
diameter, network connectivity and transmission rounds.
Network diameter refers to the longest distance between any
two nodes in the network, which is generally measured by
the link tree. Generally, improving the transmission speed
of blockchain network, means the network diameter will
decrease. Network connectivity describes the extensive process
of connecting various parts of a network to one another, for
example, through the use of routers, switches and gateways,
and how that process works. Transmission rounds directly
equal to the frequency of blockchain network transmission,
which is determined by the broadcast protocol.

Transmission reliability shows the ability and time change
of maintaining transmission in case of blockchain network
error, restricted by network trust connection and node inac-
tivation detection. Network trust connection means any node
should consider the possible problems of the evil data trans-
mission (i.e., transaction and block) when selecting neighbors,
so as to avoid the evil data generated from malicious nodes
in network layer and reduce the algorithm complexity of the
upper consensus protocol. Node inactivation detection repre-
sents the connection stability during network transmission. For
example, since the connection status among nodes is relatively
stable and the time taken to establish connection is usually
very short, the most important component of the total network
transmission rate is the broadcast latency in the phase of data
transmission. However, configurations of both phases can have
effects on the transmission rate.

B. Two Phases of Blockchain Network Workflow

As shown in Figure 1, the process of information interaction
between two nodes can be divided into two phases: connection
establishment marked by gray circles, and data transmission
marked by red circles. To ensure transmission rate and trans-
mission reliability discussed in the previous section, both of
the two phases develop their own design about the five key
impact parameters.

In the phase of connection establishment, different network
topologies may be formed among the nodes. Different network
topologies will have different effects on the broadcast latency,
leading to high transmission rates, which can be measured by
network connectivity and network diameter [11]. The network
connectivity refers to the number of neighbor nodes connected
to each node in the network. The larger the network connectiv-
ity is, the more neighbors a node can broadcast the data each
time. In this way, the overall time spent on the network broad-
casting can be reduced. The smaller the network diameter, the
shorter the average broadcast time between any two nodes,
thus accelerating the overall broadcast time across the network.
As a result, optimizing the network topologies of nodes includ-
ing the network connectivity and diameter can effectively
reduce the broadcast latency. On the other hand, lack of mutual
trust between nodes easily leads malicious nodes to trans-
mit fake data, which in turn affects blockchain P2P network

nev(vS)de o
o/
o\
ONS p
NS

DNS node

[={B-0E

0600

Phase 1 Phase 2

o peer discovery 6 peer connection o neighbor detection

i =@ send transaction

—0> send block

{0 transaction

«~0-~ propagation protocoli
---@- block chaining

IE block [E-3~ blockchain

Fig. 1. Workflow of blockchain P2P network.

performance. So we come up with the method for evaluating
the trust value in the phase of connection establishment.

In the phase of data transmission, the Gossip algorithm is
used to broadcast the data from a node to its neighbors [12].
In distributed systems, Gossip is a common synchroniza-
tion algorithm, mainly composed of time model and message
update model. According to the time model, Gossip can be
divided into synchronous Gossip and asynchronous Gossip.
According to the message update model, Gossip can be divided
into unicast-based Gossip and broadcast-based Gossip. For
blockchain P2P network (e.g., Bitcoin and Ethereum), the
Gossip algorithm usually adopts asynchronous and broadcast-
based methods. In each interval, one node will be awakened
to randomly select neighbors for data exchange. During the
process of broadcast, a node firstly selects the nodes from
its neighbors to disseminate the data using the propagation
protocol. The node which receives the data repeats the pro-
cess above until all the nodes in the network have received
the data. More specifically, the propagation protocol [3], [13]
used by Gossip algorithm further includes three steps. First,
a node (i.e., sender) sends an INV message to its neighbor
node before sending one piece of data (namely a transaction
or a block in the context of blockchain). Second, the neighbor
node determines whether it has received the data before. If
not, it returns a getdata message back to the sender; other-
wise, it ignores the INV message. Finally, before the end of
timeout set by the sender, if the sender receives the getdata
message, it sends the piece of data to the neighbor. It should be
noted that a node only broadcasts data to its directly connected
neighbors. The broadcast process will run in many rounds
by each node, until each node in the network has received
the data. As a result, Gossip protocol may lead to large data
broadcast latency due to many rounds of broadcast. Besides,
three steps of the propagation protocol bring extra communica-
tion rounds, which exacerbate the problem of large broadcast
latency. In the meanwhile, for most blockchain systems, e.g.,
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Bitcoin and Ethereum, they simply rely on the heartbeat mech-
anism to detect whether node is survival. So the most direct
embodiment of transmission reliability in the phase of data
transmission is the node inactivation detection.

III. RELATED WORK

In blockchain P2P network, information interaction between
two nodes consists of two phases: the connection establish-
ment and the data transmission. We will present the existing
optimization work in these two phases.

A. Connection Establishment

In the stage of connection establishment, optimization works
mainly contains topology construction and trust connection.

Network  diameter and network connectivity: The
information propagation delay reveals the transmission
rate of blockchain systems [1], since the high latency
increases the time for all the nodes to reach a consensus.
The high network latency makes the system more vulnerable
to malicious attacks [14]. The topological structure of the
mainstream blockchain systems can be divided into two
categories: one is the unstructured topology in Bitcoin [15],
the other is the structured topology in Ethereum [16] (i.e.,
Kademlia) and NKN [17] (i.e., Chord). To measure the
quality of network topology, two metrics including network
diameter and connectivity are adopted. Nodes in unstructured
topology are randomly connected, which results in a large
network diameter. In order to decrease the network diameter,
BCBPT protocol utilizes the proximity clustering algorithm
based on the number of network hops between nodes, and
then connects the nodes that are physically proximal [18].
However, BCBPT brings in great algorithm complexity, as
each node needs to calculate the network hops to all other
nodes. Croman et al. revealed that Bitcoin cannot fully utilize
the bandwidth in the network, which has serious impact on
transactions processing. Then they proposed to reduce the
network latency of blockchain by starting with optimizing
the network topology [19]. Compared with the unstructured
topology, the structured topology has a good network connec-
tivity. But its network diameter is also very large, since the
network latency between nodes is not taken into consideration
when they try to establish a connection. Moreover, creating
the structured network topology brings in huge computation
cost, because of the large size of blockchain network (e.g.,
the size of nodes in Ethereum has almost reached to 10k).
The cost will increase significantly as the network size further
increases, the same with the network latency.

Network trust connection: As stated in the previous section,
transmission reliability is composed of two key factors (i.e.,
network trust connection and node inactivation detection). In
this phase, transmission reliability specifically refers to network
trust connection. Xiong and Liu propose PeerTrust framework
to quantify the trustworthiness of peers in the P2P online com-
munities, which can minimize threats in the network [10]. This
model can effectively identify malicious nodes and decrease
inauthentic files in the network, but it brings high communi-
cation cost. Only few work formulated the trust value in the

blockchain network, since blockchain technology adds many
new characteristics to the node compared with the traditional
P2P network. The IFT protocol [4] aimed to select high cred-
ible nodes as their neighbors to improve the communication
efficiency of the blockchain system. However, it calculates
the trust value based on the nodes behavior in the application
layer without considering the network features of nodes in
the network layer. Network trust will be affected at different
network layers (i.e., network, transport, application) and even
cross layer. Compared with the IFT protocol, BlockP2P-EP
adopts more effective trust value calculation method from P2P
network layer, while can reduce malicious data dissemination.

B. Data Transmission

In the stage of connection establishment, optimization
work contains transmission optimization and node inactivation
detection.

Transmission rounds: The blockchain network is the
broadcast channel for data. Some efficient broadcast pro-
tocols [7], [8] are proposed to speed up the progress of
broadcast. Bitcoin employs the flood-based [20] algorithm
to broadcast the data, while Ethereum adopts the gossip-
based [21] broadcast algorithm. Both of these two algorithms
bring huge redundant data in broadcast, because the data will
be sent multiple rounds before it meets the termination con-
ditions of the broadcast. Besides, the multi-message transfer
in the propagation protocol greatly lowers the speed of data
broadcast [13], [22]. An attempt to solve the problem above
is conducted by Decker and Wattenhofer [3], which tries to
optimize the Bitcoin network by removing the process of
verification and pipelining the process of block propagation.
However, their ideas are only at the conceptual stage and
further experiments are needed to prove it.

Node inactivation detection: Many blockchain systems take
heartbeat mechanism [11] to detect whether a node is alive
when network failure happens. However, heartbeat mecha-
nism cannot ensure real-time performance of node inactivation
detection. The heartbeat we mentioned here refers to the keep-
alive mechanism at the application layer. Heartbeat at the
application layer requires additional development stages, and
users need to build complex application layer logic to keep the
blockchain P2P network running. As a result, redundant devel-
opment process at the application layer causes a large amount
of network traffic consumption, which affects the network’s
real time performance.

In order to improve blockchain P2P network performance
(i.e., transmission rate and transmission reliability), BlockP2P-
EP starts from the two phases (i.e., connection establish-
ment and data transmission) to ameliorate the performance
problems. First, BlockP2P-EP constructs a hierarchical struc-
tured topology after the node clustering. Compared with the
unstructured topology in Bitcoin [15], structured topology in
Ethereum [16] (i.e., Kademlia) and NKN [17] (i.e., Chord),
BlockP2P-EP has smaller network diameter with strong
network connectivity. Second, BlockP2P-EP calculates the
trust value. Compared with the IFT protocol [4], BlockP2P-
EP adopts more effective trust value calculation method from
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Fig. 2. Overview of the BlockP2P-EP.

P2P network layer to reduce malicious data dissemination.
Third, BlockP2P-EP optimizes the broadcast algorithm, which
can effectively reduce transmission rounds compared with
the flood-based [20] algorithm. Finally, BlockP2P-EP per-
forms node inactivation detection to reduce the communication
overhead brought by the heartbeat mechanism [11].

IV. DESIGN

Figure 2 gives an overview of how the BlockP2P-EP
protocol operates, which is composed of five parts: node clus-
tering, topology construction, trust value calculation, broadcast
optimization, and node inactivation detection. First, to reduce
the complexity of building the network topology for the whole
network and ensure parallel broadcast between clusters, a
Geographical Proximity Sensing Clustering (GPSC) method
based on the K-Means algorithm [23] is devised. Second,
a Structured Hierarchical Network Topology (SHNT) approach
is proposed to construct the topology of node connection with
a high network connectivity and a small diameter. Third, we
propose a Distributed Feedback Trust Value (DFTV) method
to establish and maintain strong connection based on the trust
value calculated by every node. Fourth, we design a Parallel
Spanning Tree Broadcast (PSTB) mechanism to parallelize
the broadcast processes in both intra-cluster and inter-cluster
nodes. Last, a Subscribed Node Inactivation Detection (SNID)
algorithm is adopted to ensure network reliability.

A. Node Clustering

To guarantee proximal and coequal clustering, BlockP2P-EP
implements the GPSC method to organize the nodes across
the network into several clusters, based on the well-known
K-Means algorithm. The average number of nodes in a clus-
ter is the key parameter in the K-Means algorithm that requires
careful design. On one hand, such number can not be set
too large, otherwise, it will bring in high communication

latency between two intra-cluster nodes. On the other hand,
a small value may increase the communication cost between
two inter-cluster nodes, since it enlarges the number of clus-
ters. According to the previous studies in [11] and [24], the
optimal setting of the number of nodes in a cluster should be
logN. After the number of nodes in a cluster is set, GPSC
organizes all the nodes into several clusters in three stages as
depicted in Figure 3.

1) Selection of Cluster Centers: First, we describe how
GPSC selects the nodes as cluster centers. One simple way is
to perform iterative computation of K-Means algorithm con-
tinuously. However, it brings in huge computation costs since
it requires each node to measure the network latency between
it and all the other nodes, whose computation costs are too
high. To reduce the computational complexity, BlockP2P-EP
pre-designates the candidate subsets based on distribution den-
sity of the blockchain nodes, so the network distance is equal
to the network latency. GPSC creates a candidate subset for
selecting cluster centers in advance. In particular, with network
latency as the Euclidean distance between two nodes, GPSC
selects the cluster centers in three steps as follows:

e Step 1: Calculate the Euclidean distance T7'(n;,n;)
(i # j) between any two nodes in the candidate subset.
Find the nodes pair with the furthest distance to form a
new set Sy, (1 < m < K), where K represents the num-
ber of network clusters, and then delete the two nodes
from the candidate subset;

e Step 2: Add the node which is furthest from the new
set to update Sy, and then remove the node from the
original candidate set;

e Step 3: If the number of nodes in Sy, is smaller than
K, repeat Step 2; otherwise, the nodes in the set Sy, are
taken as the cluster centers.

2) Choice of Aggregation Nodes: To ensure all the cluster

centers are evenly distributed, assistant nodes named aggrega-
tion nodes Cqgqre are chosen, each of which is located at the
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geometric center of a cluster. It is difficult to calculate Cyggre
only according to the network latency between two nodes.
Therefore, GPSC adopts the method of network coordinate
system (NCS) to figure out Cyggre [25]. First, GPSC sets a
network coordinate for each cluster center node according to

Equation (1).

F(HSI,...,HSk) =
Si,SjE{ Sy Sk },1>7

5(d515.7" Elsisj) ey

where S; and H represent the cluster centers and the network
coordinates of the cluster centers respectively, d and d rep-
resent the network distances between two nodes in the actual
system and network coordinate system separately, and ¢ rep-
resents the error function. After getting the geometric center
coordinates C’agg,«e, GPSC chooses the cluster aggregation
node according to Equation (2).

@(Caggre) = Dr;n'n (HSia éaggre)a o) Sk} )

where ¢ represents the matching function of the cluster
aggregation node, D,,,;,, represents the minimum network dis-
tance between two nodes in NCS, and C'agg,ne represents the
geometric center coordinates.

3) Network Clustering: Relying on the above prerequisites,
GPSC finally clusters all the nodes according to an objective
function D(X;, S;) in Equation (3).

D(Xi75j) =wy X dp (Xi,Sj) + wo X dz(Sj Caggre),
witwy =1 3)

S; € {Sl,..

where X; and S; represent the general node and the cen-
ter node respectively, d; represents the distance between a
node and a center while do represents the distance between
a center and an aggregation node. Besides, w; and wg are
two weight factors. Compared to the O(N 2) complexity of
BCBPT [18], GPSC can decrease algorithm complexity to
O(K - N), which enables the fast re-clustering of nodes in
response to the possible network change, thus promoting the
system’s robustness.

Cluster 2

Q.9

Cluster 1

Cluster 3

@ Routing node

Fig. 4. Structured hierarchical network topology.
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O Core node O Leaf node

B. Topology Construction

The execution of the GPSC algorithm could result in hun-
dreds of nodes in a cluster. In this way, a node has to select a
small subset from the cluster to constitute its neighbors, thus
constructing the network topology. As previously mentioned in
Section II, network connectivity and cluster diameter can have
significant effects on the blockchain broadcast performance. To
enable each cluster to have an optimal network connectivity
and diameter, we introduce the SHNT approach to construct
the network topology as shown in Figure 4. More precisely,
SHNT consists of network initialization and maintenance
processes.

1) Network Initialization: The nodes can be divided into
SPV nodes and full nodes according to their roles in the
blockchain network. SPV refers to a simplified payment veri-
fication method that can quickly and securely verify payments
even without the complete transaction record in blockchain
P2P network. Compared with the full nodes, SPV nodes only
need to download all block headers to verify the payment, so
the data broadcast by SPV nodes is much less and lighter. Due
to their different behaviours in the network, SHNT regards the
SPV nodes and full nodes as leaf nodes and core nodes respec-
tively. Besides, SHNT selects one core node from each cluster
as the routing node, according to the node ID randomly, which
ensures the security and randomness. Routing nodes allow the
data transmitted from one cluster to another. Once a piece of
data is transmitted from one routing node to another, the data
can concurrently broadcast in these two clusters, thus speed-
ing up the data transmission across the whole network. The
detailed description of different nodes are listed as follows.

e Leaf node: consisting of SPV nodes, periodically send-
ing node information to the core node and initiating a
transaction.

e Core node: consisting of mining nodes, maintaining and
managing leaf nodes of the cluster which they are located
at, and forwarding transactions or blocks among nodes in
the cluster.
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e Routing node: selected from core nodes, storing rout-
ing node information about other clusters, and forwarding
transactions or blocks among nodes in the cluster.

Based on the classification of blockchain network nodes,
the construction process of blockchain network topology by
SHNT can be divided into three steps. First, a leaf node is con-
nected directly to a core node that is closest to it. Second, we
construct the topology among the core nodes as a Harary-like
graph, which has high connectivity and small diameter [11].
Third, a node from the core nodes is selected randomly as the
routing node. Once being selected as the routing node, it will
contain all the network information of other clusters. If the
routing node breaks down, one of the other core nodes will
replace it.

2) Network Maintenance: After initializing the network
topology in Section IV-B1, a natural and important concern
is how to maintain the stability of network topology, espe-
cially when facing the dynamic changes, i.e., the join of new
nodes and leave of old nodes. Recall that the average number
of nodes in a cluster is of great importance. It will incur huge
communication overhead, no matter the number of nodes is set
too large or too small. To overcome the challenges brought by
dynamic network, we adopt an automatic adjustment mech-
anism that can keep the size of each cluster stable within
O(log N). In particular, the mechanism merges small clusters
when many nodes churn to leave, and splits large clusters if a
large number of nodes join in the same clusters. The minimal
threshold to trigger cluster merge and maximal threshold to
trigger cluster split are set to M and [ x log N (I repre-
sents the cluster adjustment parameter, and N represents the
number of nodes in the entire network), respectively.

C. Trust Value Calculation

BlockP2P-EP uses distributed P2P trust model to motivate
node transmission, and enhance network reliability through
the reward mechanism. In BlockP2P-EP protocol, frequency
of successful blockchain data transmission (i.e., transaction)
between any two nodes is used to reflect the trust relationship.
Based on this influence factor, BlockP2P-EP sets up two dif-
ferent trust models: Intra-cluster trust model and Inter-cluster
trust model, and the detailed calculations are listed as follows.

1) Intra-Cluster Trust Model: Trust value in intra-cluster
model consists of two parts: direct trust value DTr,, and
indirect trust value InD7Tr,; between any two nodes. First,
direct trust value between node a and node b is defined in
Equation (4):

Sap + USgp #0

4)
Sab + USap =0

Sab—USap
DTry, = { Sab+ USap

0
In Equation (4), DTr,; represents the detailed quantitative
trust degree between node a and node b, S, indicates the
number of successful data transmission, US,; indicates the
number of unsuccessful data transmission times. BlockP2P-EP
stipulates that the direct trust value will be set to O if there is

no interaction history between the two nodes.

While the direct trust value cannot fully evaluate the honesty
of nodes with only one neighbor’s subjective evaluation, so

BlockP2P-EP introduces the indirect trust value InDTr,;, in
Equation (5). Indirect trust value can indicate the long-term
historical behavior of the nodes and reflect the trust value more
objectively and fairly.

InDTr,, = Z DTrgmDTrp, (5)
meA(b)

InDTr,;, is the indirect trust value of the node b calculated by
node a with plenty of recommendation information. DTr,,;
represents the local direct trust value between the recom-
mended node m and node b in one network cluster. D71rqm
indicates the direct trust value between node a and the rec-
ommended node m. A(b) is the recommended nodes’ set of
node b. As can be seen from Equation (6), node a gives higher
weight to local evaluations from nodes with high reliability.

In the end, global trust value in intra-cluster model can be
calculated in Equation (6):

Roypy =ax DTryp + (1 — a)InDTry, (6)

« is the confidence factor of direct trust value, and its value
is limited by the number of interaction times between node a
and node b. The more interaction times, the larger the value
of a.

2) Inter-Cluster Trust Model: Routing node carries the
inter-cluster information, so BlockP2P-EP takes the trust
degree between clusters into trust value calculation for rout-
ing node. First, BlockP2P-EP defines the global trust value
between any other nodes and the routing node in Equation (7):

>

p,q€1(G;),p#q

Rsp, = (DTrpgDTrysp) ()

Rgp, indicates the global trust value of the routing node SP;.
I(G;) is the node set in which the SP; is located. At a certain
moment, the trust of the super node is unique for the entire
group, which is not influenced by other nodes.

Then BlockP2P-EP defines the global trust value between
two different inter-cluster routing nodes in Equation (8).
Rsp.sp, = {RSPLRSPJ X % Sa,¢; + USg,q; #0

T Sc,q; + USgiq, =0
®)

Rgp, and Rgp, are the global trust value of the routing node
SP; as well SPj correspondingly. S¢;¢; is the number of
successful data transmission times between nodes from group
G; and nodes from group Gj. T represents the global trust
value, when some nodes become the routing nodes in the
initialization phase.

In order to calculate the trust value between nodes, one
node initiates multiple query requests to obtain feedback
information from another node within the O(log M) hops (M is
the size of network cluster), when these two nodes belong to
one cluster. If these two nodes are located in different clusters,
node i needs O(2 log M)+O(log N/M) hops, where N is the
size of the entire P2P network. Therefore, BlockP2P-EP has
good scalability with low communication overhead.
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Fig. 5. Parallel spanning tree broadcast.

D. Broadcast Optimization

In order to improve the broadcast efficiency, a Parallel
Spanning Tree Broadcast (PSTB) method is adopted. As
shown in Figure 5, the data will be sent by one routing node
to the rest according to the route table. Once a routing node
receives the data from other clusters, it will send the data to
the nodes in the same cluster along a spanning tree.

1) Inter-Cluster Broadcast: The inter-cluster broadcast of
data is based on the routing nodes of different clusters.
Each routing node stores a route table, which records the
information of all the other routing nodes. As shown in
Figure 5, once the routing node receives the data, it will not
only broadcast in its cluster, but also forward the data to other
routing nodes as well, according to the route table. Hence, this
method can enable parallel and fast data broadcast. In order
to reduce the security problems caused by the crash of routing
nodes, PSTB proposes a backup mechanism for routing table,
which randomly selects a node from the core nodes as the
backup node.

2) Intra-Cluster Broadcast: Only the routing node in a
cluster will broadcast the data, which effectively avoids the
huge network overheads brought by Gossip protocol [21]. If
the broadcast source in the cluster is not a routing node, the
source node will firstly send the data to the routing node.
Once the routing node receives the data, it will broadcast the
data in the cluster along the spanning tree. As for a span-
ning tree table, PSTB adopts the center-based approach to
build it. First, the protocol selects a central node, and then
all other nodes propagate the INV message to the central node
to join the tree directly. In order to deal with the interference
caused by the dynamic network changes, each routing node
will update the spanning tree table periodically to enable the
timeliness of the algorithm.

E. Node Inactivation Detection

Node inactivation under the blockchain P2P network is
inevitable with at least one inactivated node every minute

message_query _— -
(I’ \,‘ ( q\

ack(subscribed)

(b) Normal running state
- message_query /r,\\
( ) —_— ]
\q ~ ack(publisher, S) W

Y ‘
(S notify(afailed) (P

(c) Network node inactivation (d) Publisher node inactivation

Fig. 6. Node inactivation detection algorithm.

according to the statistical results [6]. In the meanwhile,
node inactivation can affect the normal network transmission
process, thereby reducing blockchain performance and affect-
ing network reliability. Traditional node inactivation detection
algorithms [4], [6] mainly focus on the heartbeat detection
periodically, which results in many problems. On the one
hand, sudden departure of nodes caused by high perturba-
tion makes the heartbeat detection very frequent. On the other
hand, every node needs to maintain a large number of con-
nections (i.e., O(log N)), so the failure detection overhead
will reach O(N log N), which greatly affects the scalabil-
ity of the entire Blockchain P2P network. In order to reduce
network communication overhead and maintain node inactiva-
tion detection, BlockP2P-EP proposes a lightweight neighbor
detection algorithm.

BlockP2P-EP adopts the PULL as the basic failure detection
strategy, that is, detection node p first sends a query mes-
sage message_query (mq) to the detected node ¢, and then
q returns the response message (ack) to p in normal working
state. Each node x only detects the neighbor node from the set
IV(x) recorded in its own routing table. After receiving mgq,
there are two types of response messages ack. As shown in
Figure 6(a), the node g returns the message ack (publisher, s)
to the mgq originally received, and assigns the mg issuer as
the publisher of the detection result (node p in Figure 6(b)).
The detected node adds the nodes that send the detection mes-
sage afterwards to the subscriber set s, and passes the response
message ack (subscribed) to notify them that they are in sub-
scription state (nodes r and s in Figure 6(b)). When no failure
occurs in the blockchain network, nodes in the subscription
state will no longer send any detection message. Only the pub-
lisher will continue to send the mgq in clock cycle A, and then
the detected node will aggregate the subscribers that are con-
stantly updated and attached to the ack (publisher, s) message
as well as update the the subscriber set s saved by p.
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It can be seen in Figure 6(c) that when the node P does not
receive the mg from g within the A time, it can be concluded
that the node ¢ has failed. After that, p will modify the detec-
tion result, and the subscriber set will be initiated to notify all
the detectors of node ¢. Figure 6(d) shows the failure condition
of publisher node. A two-way detection mechanism is adopted
between the publisher node and the detected node, by which
the node ¢ starts a timer after issuing the response message
ack (publisher, S). Since the interval of the detection message
from the publisher P is known to be A, for this reason, when
the new detection message mgq is not received, then node g will
find that the publisher has failed. At this time, node ¢ selects a
node r with a long online time from the set S, and assigns it as
a new issuer by sending a message ack (publisher, S). What’s
more, publisher node is the reliability bottleneck of the node
inactivation algorithm. To this end, BlockP2P-EP sets backup
nodes of publisher to ensure that the publisher node has a
longer online time than the detected one.

V. EVALUATION

In this section, we conduct several experiments to evaluate
BlockP2P-EP. First of all, we introduce the experimental setup,
including the platform configuration, implementation, and the
evaluation metrics. Then, we analyze the experimental results
from comprehensive perspectives, and compare BlockP2P-EP
with Bitcoin and Ethereum.

A. Experimental Setup

1) Platform Configuration: We conduct our experiments on
two machines, each of which has two eight-core Intel Xeon
E5-2670 2.60Hz CPUs, 64GB DRAM, 300GB HDD, and
InfiniBand network card, with CentOS 7.0 as the operating
system.

2) Implementation: Blockchain P2P network can be of a
very large scale with millions of dynamically changing nodes,
which typically join or leave stochastically. It is not feasible
to evaluate a new protocol in a real environment, especially in
its early stages. Optionally, without sacrificing the accuracy of
experimental results, the simulation methods are adopted. In
this paper, we design a generic blockchain network simulator
named BlockSim based on PeerSim [26]. BlockSim has been
developed with extreme scalability and support for network
dynamically change in mind. It is composed of the event-
driven engine, which is supported by many simple, extend-
able, and pluggable components (i.e., simulation-network,
simulation-consensus, and simulation-data). BlockSim sup-
ports structured and unstructured Blockchain P2P network
simulation. To simulate different network environments in the
blockchain, developers can implement the interfaces provided
by BlockSim as needed, which include topological connection,
latency setting, network broadcast algorithm and so on.

Now we will introduce the specific implementation of the
three blockchain network protocols (i.e., Bitcoin, Ethereum,
and BlockP2P-EP) and evaluate their performance based on
BlockSim. First, the simulation-network part contains three
interfaces, including protocol, transport, and linkable. Protocol
interface can simulate the underlying network-level protocol

to define the communication methods between any two nodes.
Transport interface simulates transport-level communication
in overlay networks. Linkable interface defines the connec-
tion between any two nodes, by which one node records their
neighbors to form different topologies. Of course, users can
generate a fixed network topology by calling the graph model
interface (random and small-world models, etc.). Furthermore,
the network latency between nodes can be set through a con-
figuration file to simulate a real network latency environment.
Second, the simulation-consensus part defines the consensus
mechanism of the blockchain network. Users can set dif-
ferent parameters to choose whether to use Bitcoin’s PoW
mining protocol or Ethereum’s Ghost protocol (an improve-
ment of PoW) to determine different outcomes about the block
mechanism and spacing. Third, in terms of simulation-data,
common blockchain data structures can be customized, such
as transactions and blocks. The speed of transaction and block
generation depends on the specific blockchain system. For
example, in the Bitcoin network, only one block is generated
every 10 minutes, which can be set through the configuration
interface exposed by BlockSim.

3) Evaluation Metrics: In order to observe the network
optimization effect of BlockP2P-EP compared to Bitcoin
and Ethereum, we establish the evaluation metrics about
blockchain network performance from five aspects:

¢ General performance: static performance with the num-
ber of nodes fixed;

o Network scalability: dynamic performance with the
number of nodes changing;

o Network stability: stable performance with the number
of nodes joining and leaving;

o Success rate of malicious nodes detection: the ability
of network to detect malicious nodes and the rate of suc-
cessful transmission of transactions, while in the presence
of different malicious nodes and time cycles;

o Load rate of inactive node detection: network load
generated by detection of inactive node under different
network size and time cycles.

Network transmission rate is defined as the transmission
speed of blockchain network, which mainly includes gen-
eral performance, network scalability, and network stability.
First, general performance means how much the broadcast
time of transactions and blocks consumes with the fixed
nodes, when different synchronization ratios are reached.
Here we consider the blockchain network scale in reality
to find a reasonable maximum network size. In the real
blockchain network, Bitcoin has 10,561 nodes [27], and
Ethereum currently has 8,485 nodes [28]. Therefore, the max-
imum blockchain network size is fixed as 14,000 to fit in with
the actual blockchain network size. Second, network scalabil-
ity means how the broadcast time changes when the number of
network nodes increase from 2,000 to 14,000, with the fixed
synchronization ratio. In the case of increasing network size,
different speed of the synchronization time change can reflect
the blockchain system scalability. In the end, we evaluate the
robustness of BlockP2P-EP, by investigating the fluctuation of
the time when lots of nodes join or leave in one data syn-
chronization process for the evaluation of network stability.
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Fig. 7. Time spent on broadcasting the transaction/block.

In more detail, we evaluate the network stability by measur-
ing broadcast time when stochastic nodes following Poisson
distributions join in or leave from the network every 100
milliseconds.

Network transmission reliability is defined as the ability
to maintain transmission when failures occur in blockchain
network, which mainly includes success rate of malicious
nodes detection and Load rate of inactive node detection. The
success rate of malicious nodes detection denotes whether
the blockchain network can detect the nodes that send bogus
transactions effectively. We assume that interactive node sends
trusted transactions with a probability of 90%, and the network
size is set as 1,000. Then we change the ratio of malicious
nodes to explore how different blockchain network protocols
perform on the success rate of malicious nodes detection.
Besides this, we measure the influence of distinct blockchain
network protocols on the success rate of malicious nodes
detection under multiple simulation cycles. Load rate of inac-
tive node detection indicates the network communication load
when detecting inactive nodes. We assume that every node
stores trust information for ten neighbors locally, and all nodes
will deactivate with stochastic probability following Poisson
distributions. Based on the above assumptions, we conduct
experiments to explore the changes of network communica-
tion load caused by the detection protocols in different network
scale and time cycles.
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Fig. 8. Broadcast time with different number of nodes.

B. Results of Transmission Rate

1) General Performance: We first measure the time used to
broadcast the data to different synchronization ratios of nodes.
With the total number of nodes fixed as 14,000, two group
of experiments for transactions and blocks are conducted
respectively. As shown in Figure 7, the experimental results
demonstrate that the broadcast time of BlockP2P-EP is less
than Bitcoin and Ethereum both in transaction and block syn-
chronization at different synchronization ratios. To be specific,
when the block synchronization ratio reaches 90%, Bitcoin
takes 17,880 milliseconds, while BlockP2P-EP only takes
2,270 milliseconds, which can reduce the network broadcast
latency by 90%. At the same time, network synchronization
time of BlockP2P-EP changes very little at different network
synchronization ratios compared to Bitcoin and Ethereum.
When the block synchronization ratio changes from 20% to
90%, synchronization time change for Bitcoin takes 12,430
milliseconds, while BlockP2P-EP only takes 1,630 millisec-
onds. To sum up, BlockP2P-EP can promote the network
performance apparently.

2) Network Scalability: Now we fix the synchronization
ratio at 90% and increase the number of nodes in each
blockchain simulation network, to evaluate the network scal-
ability of BlockP2P-EP. As shown in Figure 8, as the number
of the network node increases, the data synchronization time
required also gradually increases, both in transaction and block
synchronization. However, as for the same size of network,
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Fig. 9. Broadcast time when nodes randomly join or leave.

the synchronization time taken by BlockP2P-EP is smaller
than Bitcoin and Ethereum. Specifically, when the number of
nodes is 14,000, it takes 11,338 milliseconds for a transaction
to propagate to 90% of the total nodes in Bitcoin. By con-
trast, it only takes 1,267 milliseconds for BlockP2P-EP. The
similar phenomenon takes place in terms of block synchro-
nization. In the meanwhile, network synchronization time of
BlockP2P-EP changes very little at different network synchro-
nization numbers compared to Bitcoin and Ethereum. When
the network synchronization number changes from 2,000 to
14,000, synchronization time change for Bitcoin takes 11,000
milliseconds, while BlockP2P-EP only takes 1,620 millisec-
onds. As a result, we can conclude that BlockP2P-EP protocol
can provide a higher system scalability.

3) Network Stability: In this section, we try to verify
if BlockP2P-EP can maintain stability of latency when the
number of nodes changes dynamically. With total number
of nodes initialized as 14,000 and the synchronization ratio
fixed as 90%, in one process of network synchronization,
we increase or decrease stochastic nodes following Poisson
distributions every 100 milliseconds to observe the time and
fluctuation of the network. From Figure 9, we can find that
BlockP2P-EP only takes 600 milliseconds, and the synchro-
nization time fluctuates slightly. Compared with the original
network scale, network synchronization time has basically
not changed, and fluctuation of time is minor. While Bitcoin
reaches the final synchronization ratio of 90%, Bitcoin takes
2,000 milliseconds. Compared with the original network scale,
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Fig. 10. Success rate of malicious nodes detection.

the synchronization time increases obviously, so the fluctua-
tions are dramatic. Therefore, it shows that BlockP2P-EP can
maintain better network stability than Bitcoin and Ethereum,
when large number of nodes leave from or join in the network.
At the same time, we also found an interesting phenomenon.
In the process of network nodes dynamic leaving and join-
ing, although Ethereum shows relatively good performance at
the beginning stage, its performance is not as good as that
of Bitcoin at the later stage, indicating that the unstructured
topology is more resistant to disturbances than the structured

topology.

C. Results of Transmission Reliability

1) Success Rate of Malicious Nodes Detection:
Figure 10(a) shows that Bitcoin and Ethereum can effectively
identify the malicious nodes which send untrustworthy trans-
actions, when the proportion of malicious nodes is small.
Therefore, the successful transaction rate of the coopera-
tive node decreases slowly as the proportion of malicious
nodes increases. Compared with other two network protocols,
BlockP2P-EP shows greater advantages with the malicious
nodes increases, for which nodes in Bitcoin and Ethereum can-
not obtain the trust information of all neighbor nodes. Then we
set the proportion of malicious nodes as 50%, and observe the
changes of successful transaction rates under different simula-
tion cycles. It can be seen that BlockP2P-EP performs much
better, indicating that BlockP2P-EP has strong resistance to
malicious nodes.
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Fig. 11. Load rate of inactive node detection.

2) Load Rate of Inactive Node Detection: We compare the
BlockP2P-EP protocol with the inactivation detection algo-
rithm of Bitcoin and Ethereum in various network scales.
Figure 11 (a) demonstrates the detection load comparison
between the two algorithms in an execution fragment. Results
shows that the conventional inactivation detection algorithm
has 4 times network load than the BlockP2P-EP algorithm
at the same network scale (e.g., N = 2,000). We configure
several node sizes (from 2,000 to 14,000) to investigate the
discrepancy in inactivation detection load at different node
sizes. Figure 11 (b) shows that as the network scale becomes
larger, both BlockP2P-EP algorithm and traditional blockchain
inactivation detection algorithm will increase, but the network
load of the latter is 4 times that of the former.

VI. DISCUSSION

This paper focuses on improving both transmission rate
and transmission reliability of blockchain P2P protocol, and
addressing the associated scalability and security challenges.
However, there remain several open problems to be solved in
the future work:

o From the simulation results, BlockP2P-EP has improved
blockchain network performance over the predominant
permissionless blockchain systems (i.e., Bitcoin and
Ethereum). However, the situation will be different for
the consortium and private blockchain since the nodes
are densely distributed in a specific geographical area

with low network latency. Therefore we need to consider
more diverse blockchain platforms to convince network
optimization;

e Although BlockP2P-EP has optimized the current
blockchain network performance, it only considers trans-
mission speed and reliability. The metrics for evaluating
the network performance include many aspects such as
network capacity, forwarding rate, and transmission secu-
rity, each metric will affect the network performance in
varying degrees. To mature the network protocol, more
complex factors need to be added in the future work;

e The actual network environment is complex, the network
performance of nodes is various due to the heterogeneous
hardware configuration (e.g., CPU, RAM, and band-
width) and communication link status. A more universal
blockchain simulator should be designed to set relevant
parameters for complex network environments, which can
provide a reliable verification tool for designing network
protocols;

e The experimental measurement of BlockP2P-EP is per-
formed in network simulation. Although the experimental
results show that BlockP2P-EP has good performance, it
still needs to be verified in a real network environment
to manifest the practical significance of BlockP2P-EP;

o BlockP2P-EP tries to accelerate the data transmission rate
while considering the network reliability, but the pro-
portion of the factors effecting on network performance
is obscure. Further research should be conducted to
establish a model which can formalize the relevance of
network factors, and finding the key issue in obstructing
network performance.

We will continue studying the blockchain P2P network in

depth and exploring the factors that restrict the blockchain P2P
network performance from multiple aspects for future work.

VII. CONCLUSION

Blockchain performance has become the key challenge that
impedes the development of blockchain ecosystem. Most of
the researches draw their attention on the optimization of con-
sensus layer or data layer, while lacking consideration of the
underlying P2P network optimization. To improve blockchain
performance, we take steps towards the network layer. In
this article, we argue that blockchain network performance
consists of two different dimensions including network rate
and network reliability. So we first comprehensively ana-
lyze the influential factors of the entire blockchain network
propagation, from the connection establishment phase and
the data transmission phase, respectively. Then we summa-
rize that network reliability is limited by the network trust
connection and node inactivation detection. Based on our
key findings, we then carry out a novel network protocol
BlockP2P-EP to optimize the topology. To verify the feasibil-
ity and efficiency of BlockP2P-EP, we design and implement
a unified blockchain network simulator BlockSim to evaluate
the performance in terms of network rate and network reliabil-
ity. The experimental results demonstrate that in comparison
to existing Bitcoin and Ethereum, BlockP2P-EP can provide
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better network performance for data broadcast, and maintain
network scalability and stability.
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