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’Abstract: The granularity of the DAG which determines 
the trade-off between communication and execution costs 
is the most important factor in DAG scheduling. So this 
paper firstly gives a DAG model and its clustering 
problem; Secondly, it addresses the drawbacks of the 
existing granularity definitions; Thirdly, it proposes a new 
granularity definition of the DAG which is very useful for 
the large communication delay DAGs. Based on this new 
definition, the paper proves that nonlinearly clustering is 
better for linearly clustering for the fine grain DAGs; 
Finally, it gives the bounds for linearly clustering for the 
DAG?.. 
Keywords: DAG, Granularity, Linearly Clustering, 
Nonlinearly Clustering, performance hound 

I. Introduction 
In the last three decades, many computation models in 

scheduling field have been studied. From the Directed 
Graph[’] which doesn’t take the communication costs into 
account to the node-labeled and edge-labeled Directed 
Acyclic Graph‘21,both of them have attracted many 
researchers’ attention. But nowadays, more and more 
experts have realized that the communication costs 
significantly affect the performance of the parallel systems, 
so the latter model prevails over the first one during the 
last two decades. 

II. DAG model and clustering problem 
A weighted DAG is a tuple G=(KE,ZC),where 

V=(V,,V2, ..., VIVI) is the set of nodes and IVI is the number 
of the nodes, E=(eelv,vj E V J  2 V X V ,  is the set of 
communication edges and IEl is the number of the edges. 
The set C i s  the set of edge communication costs and T i s  
the set of node computation costs. The value C, EC is the 
communication cost incurred along the edge +E, which 
is zero if both nodes are mapped in the same processor. 
The value Ti ET is the computation cost for node Vi EV, 

Now we will study the problem of clustering directed 
acyclic graphs(DAGs). Clustering is a mapping of the 
nodes of a DAG onto m clusters. Every task in a cluster 
must execute in the same processor. A clustering is called 
linear if every cluster is one simple directed path in the 
task graph: otherwise is called nonlinear. Clustering has 
been used as a pre-processing step in scheduling task 
graphs on parallel  architecture^'^]. 
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In. Analyses of the existing granularity 
definitions 

Here the grain definition refers to the grain of the 
tasks, and the granularity definition refers to the 
granularity of the Directed Acyclic Graph. In paper[Z], a 
grain is defined as one or more concurrently executing 
program modules. A grain begins executing as soon as all 
of its inputs are available, and terminates only after all of 
its outputs have been computed. The grain size is defined 
as the number of atomic operations in the grain. Grain 
packing problem means reducing total execution time by 
balancing execution time and communication time. In 
paper[4][5],a grain is defined as a set of program steps or 
instructions that is to be executed sequentially by a single 
processor. These steps will necessarily be executed 
sequentially. In paper[6],a grain is even defined as the 
execution time between synchronizations. Because the 
above definitions of the grain just refers to the individual 
task of the DAG and they only lake the computation costs 
into account without the communication costs, they are 
definitely not the powerful tool in the DAG scheduling 
field. Fortunately, the granularity of the DAG including 
both the computation and communication comes into 
being in paper[3,9-12]. 

Paper[7] defines the grain of the task as the ratio 
RJC(R stands for the computing units of time and C stands 
for the communication units of time) and shows that i t  is 
this ratio that determines the optimum trade-off point 
between parallelism and sequentialization. Paper[S] has 
extended [7]’s grain definition for arbitrary DAG’S and 
have introduced a new quantity called the granularity of 
theDAG, defined as g=min{fx /maxCx,j] 
where cXj are communication costs of the edges going out 
from node n, and t, is the computation cost of that node, Y 
stands for the number of the nodes. Another granularity 
presents in paper[9] defines the granularity of a DAG as 
the average ratio of the node weight to maximum adjacent 
outgoing edge weight. Finally, paper[3] extends paper [SI’S 
granularity definition and introduced the forkljoin 
granularity of the DAG. It is briefly introduced below: 

A DAG consists of fork orland join sets such as the 
ones shown in figurel. The join set J, consists of all 
immediate predecessors of node n,: The fork set F,consists 
of all immediate successors of node n,.,Let J,={nl,n2, ..., n,) 
and define 

r=1..v 1 

g(Jx)=min{fP ) / m a x { ~ ~ . ~ )  
k . . m  k=l. .m 
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Similarly letF,=[nl,nz, ..., n,) anddefine 

g(Fx)= min Itx 1 / max (c,,, 1 
Then it introduces the grain of a task as 
g,=min( g(JA g(FJ)  
and the granularity of a DAG as 

g ( G ) = m i n  (g,) 

P=l..fA k=l..m 

I=l.." 

It calls a,DAG coarse grain if g(G)>I. 
This kind of granularity definition proves to be very 

useful for the small communication delay(coarse grain) 
DAGs. And there are some promising theorems for this 
definition: 

For any nonlinear clustering of a coarse grain 1. 

(a) Jcin sa J, (b)FbrkSaFX 
Egue 1 Fbrkrodjainsetr 

this granularity'lal*' definition. But we can clearly notice 
that this definition is only very useful for the coarse 
grain(smal1 communication delay) DAGs. It can't play an 
important role in the large communication delay DAGs. So 
we have ow another new definition of the DAG 
granularity. 

IV. A New Granularity Definition 
As a matter of fact, our new definition is similar to 

Yang's definition'", or we can call it his counterpart. 
Because Yang's granularity pays more attention to the 
small communication delay DAG(1t is a coarse grain DAG 
if g(G)?l.),our definition pays more attention to the large 
communication delay DAG, and it is also a forwjoin 
granularity definition. The fork and join sets are shown in 
figurel. 

We now define 

GW= max (1, 1 min { C & k  1 

G,=max( G(f& G W J  

G(G)=max (GJ 

w e  call a DAG fine grain iiG(G)<1. 
Now we will show that nonlinearly clustering is 

better than the linearly clustering for the fine grain DAGs. 
This can he proved via the join set graph.(fork set is the 
same with the join set). 

k=l..m k=l..rn 

Then we introduce the grain of a task as 

and the granularity of a DAG as 

Z=l.." 

DAG, there exists a linear clustering with less or equal 
parallel time, and 

2.  For any linear clustering algorithm, 
flopS'T1c50 + I  Ig(G))PTopt 

where mop, is the optimum parallel time and F'T,, is the 
parallel time of the linear clustering. And moreover for a 
coarse grain DAG: 

flit 52*PTOp, 
A detailed discussion of this granularity can be found in 

From the above mentioned, we can see that the 
granularity in paper[3] is more promising and reasonable. 
So many subsequent researches in this field also refer to 

P ~ P W I .  

We consider the join set J, with ci,.=wi. j=l..m, see 
figure2(a), and without loss of generality, we assume that 
the nodes and edges are sorted such that tj+w,>ti+l+wi+I, 
j=l..m-1,where 9 is the computation cost of that node. 
Then the optimal schedule length is equal to: 

P 

m a ( t x + z t j  , tx+wk+l+tk+l] 
j=r 

where k is given by the following conditions: 

(1) cfj k 5 wk+tir and 
j=l 

(a) loin s e l l ,  
Figure 2: An opt imum clustcring algorithm for lhrjoin sct 

' (  

2)  gtj >wk+,+tk+l 
j l  

Here note that the edge cost in the same cluster is zero. 
From the 1'' inequality, paper[3] analyzes that for a coarse 
grain DAG, linearly clustering is better for the nonlinearly 
clustering. And now from the 2"d inequality we will prove 
that the nonlinearly clustering is better than the linearly 
clustering and the finer the granularity of the DAG, the 
more the edges will be clustered in the same cluster. From 
the 2"' inequality, we can get 
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( a )o r ig ina l  D A G  (b ) l inea r ly  c lus t e r ing  ( c ) l "  non l inea r ly  c lus t e r ing  (d)2"d nonl inear ly  c lus t e r ing  
node n u m b e r  

Figure 3: A fine g ra in  D A G  a n d  its t h ree  d i f f e ren t  c lus t e r ing  

n o d e  w e i g h t s  

t 

k*max { t j l > C r ,  > w ' + l > m i n  {w,~ 

It then is reduced to: 
j=1..m j 4  j=1..n, 

@I/{ max { t j l l m i n  (wj)l=1/G(G) 
j=l.."i j=1.."i 

Now we can concluded that if G(G)<l then this 
inequality implies that Lp22 (since k is an integer), 
which means that the optimum clustering is a nonlinearly 
clustering. And the smaller the G(G), the larger number 
of the bpv 
V. Bounds for linearly clustering for DAGS 

reach the following conclusions: 
G(G) &(GI; 

The following theorem I is true for previous two 
popular granularity definitions(paper[3][81) and our new 
definition. 

From the two definitions of G(G) and g(G),we can 

Theorem 1: 
For any linearly clustering algorithm, we have 

Where PTO,, is the optimum parallel time and PT,, is the 
parallel time of the linear clustering. 

PT,,5pyl,<{(l+G(G))/O(G)J " ~ o , ,  

Proof: 
The proof is similar to paper[3].Let L<, be the 

length of a critical path cp={n,,n,, ..., nk]of G which 
includes edge communication costs. We have 

And from the definition of G(G) and g(G),we have 

Consider the final clustered DAG G, which is the same 
as C with the exception that the edge weights of the 
clusters in G have been set equal to zero. Then €TI, is 
equal to the length of the ,critical path of G,. We 

conclude that 

Then 

]=I j=l  

Here when G(G)=l, then this inequalities are reduced 
to 

PTopt<PT1&{ l+l/g(G)l* PTq, 

m p , 5 P T I c < l  l+G(G)J* mop 

~ 0 , , 5 m I , < 2  PTO,, 

When g(G)=l, then this inequalities are reduced to 

And when G(G)=g(G), then this inequalities are 
reduced to 

Some of the results are the same with previous papers 
got"'. 

VI. An experimental result 
A fine grain DAG and its three different clustering 

graph is shown in figure 3. From. our granularity 
definition, we can see that the granularity of the original 
DAG is 

so it is a fine grain DAG, the optimal scheduling length 
must be based on a nonlinearly clustering According to 
the following formula: 

k?l/G(G)=8/3 
we know that the kp,,=3. So rhe optimal clustering is 
figure3(d). The following analyses will explain why the 
figure3(d) is optimal. 

Figure3(b) is a linearly clustering, the scheduling 
length is 14. In figure3(c), there are two different 
directed paths in the same cluster, so it  is a nonlinearly 
clustering, but the k=2. The scheduling length of  this 
graph is 12. Figure3(d) is another nonlinearly clustering 
for the original DAG. Its scheduling length is 11 .  If all 
the tasks are in the same cluster, then the scheduling 
length is 12. So figure3(d) is an optimal clustering. 

G(G)=3/8 
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This example not only shows that nonlinearly International Conference on Parallel Processing, 1994 
clustering is better than a linearly clustering for a fine [IOITao Yang and Aposolos Gerasoulis. “DSC: 
grain DAG, hut also shows that the finer the granularity Scheduling Parallel Tasks on an Unbounded Number of 
of the DAG, the more edges should be in the same Processors”, IEEE Transactions on Parallel and 
cluster. Distributed Systems,V5(9): 95 1-967 

llllEmmanuel Jeannot. “Automatic Code Generation in 

VII. Concluding Remarks 
In this paper, we firstly analyze the many different 

definitions on the grain of the tasks and the granularity of 
the Directed Acyclic Graph (DAG), some of them are 
very useful in the DAG scheduling theory; Secondly, this 
paper presents a new granularity definition of the DAG 
which is very powerful for the large communication 
delay DAGs. Based on this new definition, we proves 
that nonlinearly clustering is better for linearly clustering 
for the fine grain DAG via the forujoin sets; Thirdly, we 
give the hounds for linearly clustering for the DAGs, 
which is very useful in the practical use; Finally, we give 
an example to show the benefits of our new definition. 

Next, we will try to prove that for the fine grain 
DAGs, the nonlinearly clustering is better for the linearly 
clustering for the general DAGs hut not limited to the 
forwjoin sets. And we want to see whether there are any 
hounds for the nonlinearly clustering under the forkljoin 
granularities. 
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