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EZDCP:A new static task scheduling algorithm with edge-zeroing 
based on dynamic critical paths 

C H E N  Zhi-gang(~,,~,~]lJ), H U A  Qiang-sheng(~-i~P/~) 
(College of Information Sc ience~Engineer ing ,  Central  South Univers i ty ,  Changsha 410083,China) 

Abstract: A new static task scheduling algorithm named edge-zeroing based on dynamic critical paths is proposed. 

The main ideas of the algorithm are as follows: firstly suppose that all of the tasks are in different clusters; second- 
ly, select one of the critical paths of the partially clustered directed acyclic graph; thirdly, try to zero one of graph 
communication edges; fourthly, repeat above three processes until all edges are zeroed; finally, check the generated 

clusters to see if some of them can be further merged without increasing the parallel time. Comparisons of the previ- 

ous algorithms with edge-zeroing based on dynamic critical paths show that the new algorithm has not only a low 
complexity but also a desired performance comparable or even better on average to much higher complexity heuristic 

algorithms. 
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1 INTRODUCTION 2 SOME DEFINITIONS 

The efficient execution of a program on a parallel 
and distributed system highly depends on the methods 
taken for scheduling the tasks represented by a directed 
acyclic graph onto a multiprocessor system. Aiming to 
achieve better performance by using these systems, 
lots of scheduling algorithms are used, including 
branch-and-bound, graph-theory, randomization, ge- 
netic algorithms and evolutionary methods °j . The ob- 
jectives of these scheduling algorithms are to allocate 
tasks onto processors and to determine the order of 
their execution so that data dependencies are satisfied 
and the length of the produced schedule are minimized. 
However, it is proved that such scheduling problem is 
NP-complete czl. Hence, heuristic approach of task 
scheduling is becoming an active research topic un- 
til now and many heuristic scheduling algorithms 
have been proposed,  such as EZ, LC, DSC and 
DCP f3-63. However ,  most of these algori thms have 
their one drawback o r  the other  which lead to poor 
performance. In this paper ,  a new static task 
schduling algori thm with edge-zeroing based on dy- 
namic critical paths EZDCP is proposed,  which 
provides bet ter  performance than the previous al- 
gori thms in many ways and still posses a low com- 
plexity. 

Definition 1 A weighted directed acyclic graph(DAG) 
is a tuple G =  ( V ,  E ,  W , C) , where V =  (V1 , Vz , " " ,  

Vl~r ) is the set of nodes and I VI is the number of the 
nodes; E =  {eo lv~ ,v j  E V } ~ _ V X V , i s  the set of com- 
munication edges and I EI is the number of the edges. 
The set C is the set of edge communication cost and 

W is the set of node computation cost. The  value 

C,i E C is the communication cost incurred along 

the edge e 0 E E ,  which is zero if both nodes are 

mapped in the same processor. The  value W~ E W 

is the computat ion cost for node V~ E V. Call 

P R E D ( V ~ )  the set of immediate predecessors of Vi 

and S U C C ( V ~ )  the set of immediate successors of 

V~. If P R E D ( V ~ ) = C ,  then node V~ is an entry  

node,  and symmetrical ly if S U C C  (V~ ) = C , then 

node V~ is an exit node. Tw o  nodes are called inde- 

pendent if there are no dependence paths between 

them. 

Definition 2 A dynamic critical pa th (DCP)  is the 

current  critical path of the partially clustered 

DAG. Note that  the communication cost between 

the nodes in a cluster is zero and it may contain the 

independent tasks. The  scheduling length of a 
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DAG is determined by the DCP. The  length of the 

scheduled graph(paral le l  t ime which is abbreviated 

as P T )  is determined with the following formula.  

P T =  max { t-level (Vi )  n u b-level (Vi)  }. 
viEV 

If all edges on the DCP are examined,  then a 

sub-DCP is defined, and it refers to the longest  

path of the DAG which has at least one unexam- 

ined edge. 

Definition 3 t-level (V i )  is the length of the lon- 

gest path from an entry  node to V, excluding the 

computat ion cost of V~ in a DAG. b-level (V~) is 

the length of the longest path from Vi to an exit 

node. Because the cost of the communication edge 

on the path may be zeroed during the clustering,  

both t-level (Vi  ) and b-level (Vi  ) are dynamically 

changed. If the calculation of b-level (V~) doesnot 

take the communication cost into account,  then it 

is called static b-level of task which is abbreviated 

as sbl. 

3 EZDCP ALGORITHM 

As discussed in the int roduct ion,  both the EZ 

algori thm and LC algori thm have their disadvanta- 

ges. And generally speaking,  the parallel t ime is 

determined by the DCP of the scheduled DAG. 

Note that  the DCP here may include the independ- 

ent nodes. It is because they belong to the same 

cluster and the tasks have to be executed on one 

processor sequentially. For  example ,  in Fig. l ( a ) ,  

if (n.n3) has been zeroed, and next  choose (nl ,n2) 

to zero, then the DCP now is not (n. n2, n4 ) but  

(n~ ,n3,n2,n4)  and the P T  is 44. Thus  if the algo- 

r i thm can guarantee to make the largest reduction 

in the length of the DCP at each step under some 

constraints ,  it is possible to minimize the parallel 

time in the end. In a word ,  the goal of the pro- 

posed algori thm is to make the best effort  to reduce 

the length of the DCP and to reduce the numbers  of 

the DCP at each step. 

3 .1  Description of the EZDCP 

Based on the ideas put  forward above,  the 

EZDCP algori thm is given below.. 

1) Initially all edges are unexamined. 

Repeat 

2) Traverse  the partially scheduled DAG to 

find out  one of the DCP which has at least one un- 

examined edge,  o therwise ,  find out a sub-DCP 

which also has at least one unexamined edge. 

3) Sort  the edges of the DCP in a descending 

order  of edge weights. 

4) Pick an unexamined edge on the selected 

DCP which has the largest edge weight.  If there 

are more than one of this kind of edges,  then select 

the higher level edge,  that is, if C ( V i ,  V i ) = C  

(V~ , V t )  and t-level (Vi  ) ~ t - l e v e l  (Vk ) then select 

the edge eii. Mark the edge as examined. Zero the 

highest  edge weight if this zeroing can satisfy the 

following constraints ,  that  is, if this zeroing will 

not produce another  different critical path whose 

length is equal to or even larger than the current  

critical paths. Merge the two clusters. Repeat this 

step until all the edges on the DCP are examined or 

if the edge zeroing is successful. 

Until  all of the edges on the DAG are exam- 

ined. 

5) Check the different clusters to see if some 

of them can be fur ther  merged without  increasing 

the parallel time so that  the number  of processors 

used can be minimized. 

In this a lgori thm, the constraints  should be 

highlighted. It f irst ly ensures that  the parallel time 

will not  be increased at each step. Secondly,  if the 

parallel time of scheduled DAG is equal to the cur- 

rent  length of the DCP, then the parallel time will 

be only determined by the current  DCP but not the 

new generated DCP,  otherwise ,  the parallel time 

will he reduced to the greatest  extent  at each step. 

3 . 2  Merging clusters 

Suppose the DAG be divided into p clusters 
(C1 ,C~ , " ' , C p ) .  t-level (Ci) is the t-level value of 
Vi which has the smallest t-level value in Ci. W ( C i )  
is the sum the W ( V I )  . b-level (Ci )  is the b-level 
value of V~ which has the largest b-level value in 
cluster  C~. Suppose t-level (Ci) ~ t - l e v e l  ( C j ) ,  if t- 
level ( Ci ) -~- W ( Ci ) -~- b-level ( Cj ) ~ P T ,  then Ci and 
C i can be fur ther  merged. For  example,  in Table 
2, at the 10th step,  the task n3 and ns are original- 
ly in different clusters. At the l l t h  s tep,  check if 
n3 and n5 can be merged together .  Because t-level 
(n3 ) ~- W ( na ) -4- b-level ( n5 ) • 3 -~- 3 -Jr- 5 = 11 ~ 17 

( P T ) ,  so n3 and n5 can be fur ther  merged. Thus  
the processors used are reduced from 4 to 3, and 
the efficiency of the algori thm is greatly improved. 
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(a)--a DAG; (b)--scheduling length (43) ; (c)--scheduling length (35) ; (d)--scheduling length (34) 
Fig. 1 Different gantt graphs generated by different algorithms 

4 P R O P E R T I E S  A N D  P E R F O R M A N C E  O F  E Z D -  

C P  

4 . 1  E Z D C P  p r o p e r t i e s  

T h e o r e m  1 For each step of EZDCP, PTi+I 
PTI,  if PTi+I = PT~ then there must exist more 
than one of this kind of DCP or this zeroing is not 
successful. 
P r o o f  Suppose at step i, the parallel time is PTi,  
(1) If there is only one DCP, then if the incoming 
zeroing makes the parallel time increase or if this 
zeroing makes another DCP , this zeroing is not 
successful according to the predefined constraints, 
so the PT~+I = P T i ,  otherwise PT~+I ~PT~;  (2) If 
there are more than one DCP, then if the incoming 
zeroing is successful, PT~+~ = PTi,  otherwise 
PT~+I also equals to PT~. So with the above men- 
tioned, the proof is completed. 
T h e o r e m  2 The time complexity of EZDCP is O(I 
El * ( IEI  + Igl )) and the space complexity is O(I 
E I + I V I ) .  
P r o o f  For each step i, the algorithm needs to find 
the current DCP, so it has to traverse the sched- 
u l e d D A G i n O ( I E l + l V [ )  time. Since there are 
almost [El steps, the overall time complexity is O 
( IEI  * ( I E I - 4 - I V I ) ) .  Because the space needed 
for EZDCP is to store the DAG, i.e. to store the I 

V I tasks and the I EI edges, the space complexity 
is O( IEI + IVI). 
4 . 2  P e r f o r m a n c e  c o m p a r i s o n s  

4.2 .1  EZ algorithm 
For the DAG shown in Fig. l ( a )  , the EZ algo- 

rithm is shown in Fig. 1(c). It is apparent from this 
example that the criterion used by the EZ algo- 
rithm to select node for scheduling does not prop- 

erly identify the most important node at each 
scheduling step. Furthermore,  the ordering of the 
node execution is based on the sbl, which cannot 
guarantee the optimal schedule at each step. After 
the scheduling of nl and n3, the highest cost edge 
is (n3 ,n4). Thus ,  n4 is scheduled to PE0. Howev- 
er, nz cannot be scheduled to PE0 afterwards so as 
not to increase the schedule length. The result is 
an inefficient schedule compared with the result of 
Fig. l (d )  which generates a length of 34. 
4 .2 .2  LC algorithm 

For the DAG shown in Fig. l (a )  , the LC algo- 
rithm generates the schedule shown in Fig. 1 (c) .  
The result is also an inefficient schedule compared 
with the result of Fig. 1 (d ) .  In fact, if there are 
some paths whose lengths are similar to the length 
of the CP, the result will be worse than other algo- 
rithms generated including EZ. 
4 .2 .3  Other scheduling algorithms 

There are many other scheduling algorithms 
besides the EZ and LC, of which the DSC ES] algo- 
rithm and the DCP ES] algorithm are well-known. 
The DCP algorithm can produce a shorter schedule 
length than the EZDCP, but it is very complex and 
it is at the cost of its complexity. Other algorithms 
such as H L F E T ,  MCP, ETF,  DLS and MD are de- 
scribed in Ref. [3].  Fig. l ( b )  shows that these al- 
gorithms generate a much longer scheduling length 
than the proposed algorithm EZDCP. 

5 E X P E R I M E N T A L  R E S U L T S  

A given DAG is shown in Fig. 2 (a) .  Because 
all directed acyclic graphs can be decomposed into 
forks and joins, and they are very effective in pro- 
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ving whether a task scheduling algorithm is effi- 
cient or not,  the DAG can satisfy our needs c3'7-1°~. 

Table 1 and Table 2 show the detailed steps of 
scheduling the DAG onto the multiprocessors with 
EZ and EZDCP algorithms respectively. By using 
the EZ algorithm, the DAG is divided into 4 clus- 
ters, { (nx , nz ,  n4, n6 , n7 , n9 ) ,  (n3) ,  (n~) ,  (n8) }. But 1 (m ,nT) 
if select the edge(n1 ,n3) at step 6 instead of edge z (nz,ng) 

( n l  , n 4 ) ,  then the algorithm will yield to another 3 (n6,ng) 
clusters { ( n s , n z , n 3 , n 6 , n T , n g ) , ( n 4 , n a ) , ( n s ) } .  It 4 (ns,ng) 
is a better clustering for this DAG ,but the EZ al- 5 (n~,nz) 
gorithm cannot guarantee the better division. The 6 (nl ,n4) 

EZDCP can guarantee the optimal selection via the 7 (m,ns) 
8 (m ,n3 ) 

dynamic critical path, because it guarantees to re- 9 (n3 , ns )  

duce the length of the DCP and the number of the 10 (n2,ns) 

DCP at each step under the given constraints dis- 11 (nz,n~) 

cussed above. As shown in Fig. 3 ( c ) ,  the schedu- lz (n2,n~) 

ling length of the proposed algorithm is 17 and it 

divides the DAG into 3 clusters { ( n l , n z , n 6 , n T ,  

ng),  (n4 ,n8) ,  (n3,ns)  }. 
Table 1 Detailed steps of the given DAG 

clustering generated by the EZ 
algorithm 

Step Edge examined P T  if zeroed Zeroing PT~ 

21 yes 21 

20 yes 20 

19 yes 19 

22 no 19 

18 yes 18 

18 yes 18 

22 no 18 

21 no 18 

20 no 18 

23 no 18 

18 yes 18 

18 yes 18 

I 

4 1 

1 1 

(a) 

n 1 

J 

(b) 

( a ) - - a  typical DAG~ ( b ) - - t h r e e  clusters generated by EZDCP 

Fig. 2 DAG clustering generated by the EZDCP algorithm 

Table 2 Detailed steps of the given DAG clustering generated by the EZDCP algorithm 

Step DCp or sub-DCP which hs at least one unexamined edge Edge examined P T  if zeroed Zeroing P T i  

1 (nl ,nz ,ng)  (nl , n r )  21 yes 21 

2 (nl ,nz ,n7 ,ng) (n7 ,ng)  20 yes 20 

3 (nl ,n2 ,n8 ,ng)  (n6 ,ng) 19 yes 19 

4 (nl ,nz ,n6 , n 7 , n g )  (n~ ,nz )  18 yes 18 

5 (nl ,n4 ,n8 ,rig) (n8 ,n9 ) 18 no 18 

6 (nl ,n4 ,n8 ,n9 ) (nt  ,n4) 18 no 18 

7 (nl ,n4 ,n8 ,ng) (n4 ,n8) 17 yes 17 

8 (hi ,n3 ,n8 ,rig) (nl ,n3) 17 no 17 

9 (nl ,n.~ ,n8 ,ng)  (n3 ,ns)  20 no 17 

10 (nl ,ns ) (nl ,n~ ) 19 no 17 

11 (n3 ,n5 ) 17 yes 17 
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6 CONCLUSIONS 

1) T h e  E Z D C P  a lgo r i thm guaran tees  to reduce  

the  l eng th  of the dynamic  critical pa th  at each s tep 

unless  there  are more  than  one DCP  at tha t  time. 

2) T h e  new a lgo r i thm de termines  the  order  of 

the  execut ion  t ime of the  task  based  on  its t - l e v e l  

and b - l e v e l  values t oge the r  o the r  than  its static b- 

l e v e l  or exclusive t - l e v e l  or b - l e v e l  values. 

3) T h e  new a lgo r i thm can get  be t te r  schedu-  
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l ing resu l t s  than  o ther  a lgo r i thms  which  have the 

similar or  even higher  complexi ty .  For  example ,  

t h o u g h  the M D  a lgor i thm has a t ime complex i ty  

O ( I V 1 3 ) ,  it still leads to a poor  pe r fo rmance ,  

t h o u g h  the  EZ a lgor i thm has the same complex i ty  

wi th  E Z D C P ,  its schedul ing  length  is longer  than  

EZDCP and it can ' t  gua ran tee  to minimize the  pro-  

cessors  either.  

4) T h e  new a lgor i thm can minimize the  proces-  

sors  w i t h o u t  increas ing the schedul ing  l eng th ,  so 

the E Z D C P  improves  the eff iciency great ly.  
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(a) - -EZ algorithm (18) 4 processors~ (b) - -LC algorithm (19) 5 processors~ 
(c) EZDCP algorithm (17) 3 processors 

Fig. 3 Different  gan t t  g r aphs  genera ted  by three  schedul ing  a lgo r i thm 
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